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Abstract. The classification of images using artificial intelligence techniques 

(such as neural networks) is fundamentally related to the characteristics of 

images, such as having a background of a single uniform color. If the illumination 

scale of the images is different, or the resolution of the image is not sufficient, 

this may cause false positives when classifying. This work analyzes the 

importance of classifying images of metal parts (with regular shapes, such as 

circle, square, rectangle, and flat washer, using a convolutional neural network 

with and without principal component analysis (PCA), to determine the 

percentage of classification of images in comparison with the two algorithms by 

evaluating sensitivity, specificity, accuracy, and precision. The methodology is 

divided into three steps: obtaining the dataset, training the convolutional neural 

network, and validating its results. Some representative results of a comparison 

with a convolutional neural network without PCA were obtained using the 

RMSProp optimizer with 85.3% precision. PCA achieved the accuracy 98.7%, 

which indicates that the implementation of PCA improved the classification, with 

480 components used. 

Keywords: Brightness, convolutional neural network, principal component 

analysis, classification. 

1 Introduction 

The regular figures classification is a process where it is necessary to implement pattern 

recognition algorithms. To carry it out, a wide variety of artificial intelligence 

techniques are available, and these can be catalogued according to the way in which the 

data are processed; for example, methods such as deep learning, random forest, and 

KNN (K-nearest neighbors) [1]. 
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Image processing requires homogeneity, otherwise, loss of important characteristics 

of the patterns is generated. These problems are caused by certain characteristics of the 

images, such as their size, width, and length; image noise such as brightness, Gaussian 

noise, salt and pepper noise, or the resolution. It is difficult to consider all types of noise 

at the same time in the same job. If the image is not well-defined, the edges or lines of 

a specific figure cannot be detected. It is important to consider the number of images 

contained in a dataset. Using many images requires considerable memory storage that 

is generated due to the size of the dataset. [4]. 

A pattern detection application focuses on classifying handwritten digits, images, or 

hyperspectral objects. However, no studies have been done that are related to the 

classification of metal parts with respect to brightness variation, using algorithms to 

implement principal component analysis (PCA) and convolutional neural networks [3]. 

One machine learning application is pattern identification. In manufacturing field, it 

is necessary in some cases to identify faults in the metal parts produced, such as the 

manufacture of plugs for lights and the identification of rusted parts to automatically 

replace them. Using convolutional neural network and vector support machine (SVM) 

algorithms for the classification of satellite images, a precision value of 83.33% was 

obtained [6]. In the work of [15], using a convolutional neural network for pattern 

recognition in images, an accuracy of 92% was obtained. 

The PCA algorithm and convolutional neural networks (CNN) belong to the set of 

deep learning methods because they collect data in a hierarchical way, creating abstract 

models [5]. However, for most algorithms, inputs for information compression can be 

data sets with distinct characteristics [2]. 

In addition to the vector support machine algorithm, PCA can be used for the 

analysis of data distribution within a Cartesian plane [7, 8]. 

The extraction of local features is done at high resolution, which minimizes the loss 

of information. In addition, an alternative implementation is to use a combination of 

low-resolution images to use more complex functions, if necessary [9, 10]. 

This type of architecture consists of a variable-length input, which refers to the data 

entry. In the case of a string or a sentence that has 12 words, the created instances must 

each be represented by a variable because of its data input of data, in which an internal 

operation related to the memory of the calculation must be applied. This process is 

known as a hidden layer [11]. 

Convolution is the basic component of convolutional neural networks. It consists of 

an operation between input matrices and filters (kernel), and it results in a feature map. 

The convolution operation of two MxN arrays, with an input image I (x, y) * k (x,y), is 

defined as follows [17, 18]: 

𝐶[𝑥, 𝑦] = 𝐼[𝑥, 𝑦] ∗ 𝐾[𝑥, 𝑦] =
1

𝑀𝑁
∑ ∑ 𝐼[𝑚, 𝑛]𝐾[𝑥 − 𝑚, 𝑦 − 𝑛]

𝑁−1

𝑛=0

𝑀−1

𝑚=0

∀ 𝑥

= 1,2,3 … , 𝐼𝑚𝑎𝑔𝑒 𝑤𝑖𝑑𝑡ℎ, 𝑦 = 1,2,3 … , 𝐼𝑚𝑎𝑔𝑒 ℎ𝑒𝑖𝑔ℎ𝑡 , 

(1) 

where: 

𝐼: input image matrix, 

     𝐾: kernel,  

     
1

𝑀𝑁
: normalizing image size,  

    𝑀, 𝑁: matrix of image filters, 

98

Mayra Mateo Jiménez, Carlos Eduardo Torres Reyes, et al.

Research in Computing Science 150(12), 2021 ISSN 1870-4069



    𝑥, 𝑦: image width and height. 

The choice of evaluation method depends on the operation of the algorithm and the        

results to be obtained. The equations for the metrics are as follows [8]: 

Precision =      
𝑇𝑃

𝑇𝑁+𝐹𝑃 
, (2) 

Accuracy=
𝑇𝑃+𝑇𝑁

        𝑇𝑁+𝑇𝑃+𝐹𝑃+𝐹𝑁
 , (3) 

Sensitivity=     
𝑇𝑃

𝑇𝑃+𝐹𝑁 
, (4) 

Specificity=      
𝑇𝑁

𝑇𝑁+𝐹𝑃 
, (5) 

where: 

n corresponds to the total number of images.  

TP: True Positives, 

TN: True Negatives, 

FP: False Positives, 

FN False Negatives. 

Therefore, the point of interest in this work is the percentage obtained from the 

performance evaluation metrics of the convolutional neural network algorithm with and 

without PCA. 

2 Experimental Set-up 

Convolutional neural networks, after being properly trained, can adequately classify 

classes due to feature extraction. Implementing PCA can improve the disadvantages in 

processing images. One of them is the extraction of characteristics of the images, 

avoiding redundancy. This in addition to compressing them, conserving the greatest 

amount of information.  For this reason, we propose comparing the results obtained in 

the implementation of a convolutional neural network with and without the analysis of 

the main components in the classification of images of metal parts. Another 

complication of object detection is that they reflect brightness. We intend to evaluate 

this issue by pre-treating the image and standardizing the brightness values in the 

images. The images are captured with an industrial-type 1.3 megapixel camera. 

The first stage of this work consists of the construction of the dataset, then the 

training process of the convolutional neural network, and finally the testing stage. From 

the batch of images processed in each of the stages, 60% are used for the training stage, 

20% for the validation set, and 20% for the test set, for a total dataset of 800 images. 

The computer resources utilized for the development of this project are 4GB of 

RAM, AMD Quad-Core Processor @ 1.00 GHz (up to 1.4 GHz), an industrial-type 

camera of 1.3 megapixels, camera features (European machine vision association 

(EMVA), 2006; Model: Basler acA1300-200um).  The programming language used 

was Python 3.8. The stages of data processing are described below, as well as some of 

the development and performance evaluations and the confusion matrix. 
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2.1 Dataset 

For the training and validation images there are four classes being considered: 

square, rectangle, circle, and flat washer. Each of the folders contains 120 images, 10 

images were taken according to each of the classes (regular pieces) and considering the 

brightness levels (2000lx, 1500lx, 1000lx, 500lx, 100lx). For the training folder, 10 

images of the same images per piece were also obtained. Regarding the distribution of 

images for each class within the folder, 60% of the total images per piece (equivalent 

to 30 images per class) were considered for this stage, for a total of 120 images per 

folder (Table 1). 

To obtain the images of the validation folder, 10 images were taken for each of the 

pieces (Circle, Rectangle, Square, Flat washer). Also, the brightness levels of (2000lx, 

1500lx, 1000lx, 500lx, 100lx) were considered; the division is shown in Table 1, 

according to the two illumination sources: a fluorescent lamp and a light bulb. 

This folder contains four classes, which correspond to each of the figures. In total 

there are 40 images, that is, 10 images of each piece. Another 40 images are contained 

in the test folder, which is itself divided into two folders in different directories, to 

corroborate that the classification is correctly done. The number of images corresponds 

only to one type of brightness source to obtain the same number of samples with respect 

to the other, thus generating a total of 80 images. 

Some images are seen in other rectangular formats. In consideration of this, it is 

convenient to choose a specific size, which was initially 150 x 150 pixels. When images 

are been capturing with a low intensity of light, such as at scales of 500 and 100 lux, 

result them too dim, which makes it difficult for the neural network to classify them. 

Because of this, it is necessary to adjust the brightness. 

Brightness adjustment can be done with image pre-processing so that the grayscale 

images that exceed the threshold calculated according to the percentiles of the images 

are normalized. This algorithm can also determine which images do not need 

adjustment. If they do not need it, the algorithm is not applied to them to prevent from 

increasing in brightness (Figure 1). Some images within the upper levels, such as 2000 

lx, 1500 lx, or 1000 lx, were discarded for the application of the brightness adjustment 

because their percentiles were considered high. 

According to this number, a comparison is made with the percentiles of the other 

images, then the out-of-level percentiles are eliminated. The percentiles obtained are 

then normalized in a level from 0 to 255. New maximum and minimum percentile 

values are obtained, and as a result, a new image with the appropriate 

brightness is generated. 

Images that have a suitable brightness scale are discarded from the balance 

preprocessing. The result of the application of brightness balancing is shown in figure 

2. The result of the algorithm is shown in each of the brightness levels, which include 

high levels such as 2000 lx, 1500 lx, and 1000 lx. For the 500lx and 100lx images, the 

algorithm is applied according to the percentiles obtained, thus improving the image 

with respect to its brightness. The edges are also more defined after this configuration. 
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Table 1. Number of images per piece and brightness levels. 

Brightness levels 
Number of images per piece 

Square Circle Rectangle Flat washer 

2000 lx 10 10 10 10 

1500 lx 10 10 10 10 

1000 lx 10 10 10 10 

500 lx 10 10 10 10 

100 lx 10 10 10 10 

Total images 50 50 50 50 

 

 

Fig. 1. Brightness balance. 

 

Fig. 2. Brightness balanced samples at each lux level. 
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2.2 Implementing PCA 

The algorithm is divided into three important sections: mean of the data, covariance 

matrix, and obtaining components. The mean of the data is obtained and subtracted 

from each of the characteristics (𝑥1 and 𝑥2), by means of 
𝑥−𝑥̅

𝜎(𝑥)
, where 𝑥𝑖 is the first 

extracted feature subtracted from the mean (𝑥̅) of the sum of all features in the image. 
𝜎 refers to the calculation of the covariance, with respect to the characteristics obtained 

from 𝑥. By obtaining a matrix that contains the input images, where from 𝑥. Is the set 

of input images [12, 13]. 

To acquire an eigenvalue (𝜆) the equation used is 𝐵 ∙ 𝑎⃗ = 𝜆 ∙  𝑎⃗,  where the original 

matrix (B) has dimension (a square matrix) and an Eigenvector (𝑎⃗). With the 

eigenvalues obtained, the total variance of all components is calculated  

∑ 𝑉𝑎𝑟(𝑥𝑖) = ∑ 𝜆𝑖
𝑝
𝑖=1

𝑝
𝑖=1 , where 𝜆𝑖  they represent the eigenvalues [14, 16]. 

The eigenvalues and eigenvectors generate the new coordinates corresponding to the 

components. To reduce the dimensions of the variance obtained, the number of 

components is calculated from the largest orthogonal variance. The variance consists 

of the combination of original variables such as the number of pixels, lines, or curves, 

according to the characteristics of the image. 

To calculate a component, the value of the mean of the same variables is subtracted 

from the variables that make up the image. Thus, an average of zero is achieved in all 

components. Finally, the covariance of the eigenvectors is calculated. The behavior of 

the variance distribution can be seen graphically in Figure 3. The calculation of the 

covariance matrix was performed by using “cov_matrix = np.matmul 

(standardized_data.T, standardized_data)”, which belongs to scikit-learn in the 

Python  language. 

The result is a matrix of (784x784) that corresponds to the multiplication of an image 

size of (28x28) pixels. The result of the calculation of vectors (eigen), by means of 

“new_coordinates = np.matmul (vectors, standardized_data.T)”, is obtained as a result 

(2, 480), where 2 refers to the x and y coordinates, and 480 is the maximal number of 

components to use in the implementation of PCA in the convolutional neural network. 

The optimal number of components levels from 1 to 480. In Figure 4, an approximation 

with the use of 10 components demonstrate the behavior of the variance. 

The result is the generation of a new image with reduced dimensions and non-

redundant features, which is stored in a new vector for neural network training. In this 

case, the convolutional neural network consists of the following features: a 

convolutional layer with 32 2x2 feature maps, a 2x2 grouping or pooling layer, 64 

convolutional layers of 2x2 feature maps, a 2x2 grouping or pooling layer, a 20% 

dropout, a flattening layer, a connection layer of 784 neurons with a rectifier activation 

layer, a connection layer of neurons with a softmax activation layer, and an-output layer. 

The methodology is implemented in Python using Keras and TensorFlow. The 

metrics used to evaluate the convolutional neural network algorithm with and without 

PCA are precision (1), accuracy (2), sensitivity (3), and specificity (4). The results 
obtained are evaluated in a comparison of the accuracy metric, in consideration of 
the percentage obtained by [15], reaching a percentage greater than or equal 
to  93%. 
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3  Results and Discussion 

The following two images are the graphs of the losses obtained for the model without 

PCA (Figure 6) and with PCA (Figure 7), respectively. In them can see the effect of 

loss during the training (red line) and validation (green line). In Figure 7, the green line 

is closer to the red line, that is, the loss is very similar in validation and training.  

In the two graphs, it is indicated that the CNN can continue learning and to improve. 

It can also be observed that the training process stopped prematurely. This effect can 

be observed at the end of each of the loss curves. 

For the execution of the training, the Adam, RMSProp, and Adadelta optimizers were 

used because they are the most-used optimizers for evaluating neural networks [13]. 

The results are shown in Table 2. The best percentages are accuracy: 98.8%, sensitivity: 

98.8%, accuracy: 98.7%, which were achieved by the implementation of the 

convolutional neural network with an analysis of main components, using the 

RMSprop optimizer. 

The confusion matrices were obtained using the scikit-learn metrics. The values 

were obtained automatically in the distribution of the matrix.  Results of the 

classification of the 80 images by class are shown in Figure 8; each one is identified 

with the name of the algorithm to which it belongs. The labels correspond to 0: circle, 

1: square, 2: rectangle, 3: flat washer. The correct classification of true positives is in 

the white color box in Figure 8, where the highest concentration of classifications 

 

Fig. 3. Number of components in principal component analysis. 

 
Fig. 4. First 10 components in principal component analysis. 
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belongs to the confusion matrix of the PCA algorithm together with the convolutional 

neural network. 

The interpretation of the results in the matrix (Figure 8, subparagraph a) indicates 

that most of the images (true positives) were classified correctly on the main diagonal. 

However, there are also false positives, which represent images not classified correctly.  

 

Fig. 5. Implementation of PCA in the neural network. 

 

Fig. 6. Training CNN. 

 

Fig. 7. Training CNN+PCA. 

104

Mayra Mateo Jiménez, Carlos Eduardo Torres Reyes, et al.

Research in Computing Science 150(12), 2021 ISSN 1870-4069



For example, in the case of circles, 39 images were considered squares; this is due 

to the characteristics that the images present, such as the object inclination, its level of 

brightness or because the image is dark, or because the projections generated by PCA 

Table 2. Comparison of PCA and non-PCA usage, using the Adam optimizer. 

ALGORITHMS 
METRICS  

Optimizer Sensitivity Specificity Accuracy  

CNN+PCA 
 

Adam 0.969 0.969 0.968  

Adadelta 0.322 0.204 0.321  

RMSprop 0.988 0.987 0.987  

CNN 

 

Adam 0.797 0.786 0.796  

Adadelta 0.250 0.1 0.250  

RMSprop 0.853 0.842 0.853  

 

 

Fig. 8. Confusion matrix results. 

 

Fig. 9. Results of the application of the PCA algorithm. 
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were not correct and therefore the images were not correctly classified. In the same 

way, for the images that correspond to the class of the rectangle, two of the images were 

considered to be squares, when they in fact were not. However, the results are far more 

accurate than the classification performed without the PCA algorithm, that is, it 

correctly classifies the largest number of images in each class. 

In Figure 8, paragraph b, the only class that prevails as correctly classified is that of 

the flat washer because the resizing preserves the geometric shape of the image. 

However, the images are deformed through the convolutions of the CNN algorithm, 

causing confusion, such that a rectangle, when it is compressed, is classified as a square.  

An image without PCA processing is shown in paragraph a) Figure 9. With PCA is 

shown in paragraph b) Figure 9, some regions of the image are dark, causing the edges 

to be lost or a shadow to be taken as part of the image to be evaluated. This causes 

amusing confusion in the convolutional neural network at the time of classification. 

The loss of characteristics is necessary in the analysis of principal components at the 

time of calculation, as it reduces the noise that the original image set may contain.  

It is important to mention the application of the erode and dilate filter (Figure 10) to 

the images that contained Gaussian noise, salt and pepper noise, and extra brightness, 

in order to reduce such noise. The brightness was regularized through the 

implementation of balancing. 

4  Conclusions 

The purpose of this study is to demonstrate, through the evaluation of metrics, that the 

implementation of component analysis in a convolutional neural network improves 

image classification. Therefore, as assessed by the precision metrics and the RMSProp 

 

Fig. 10. Types of noise in images. 
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optimizer, it shows 98.7%, compared with 85.3% for the convolutional neural network 

without PCA. Lastly feature extraction reduces feature redundancy in images, resulting 

in higher classification accuracy. 

The position of the metal piece respect to the light source reflects the light in a 

distributed manner so that, when processed by PCA, sections of the background of the 

piece of interest end up being considered. This problem causes the component 

projection to be wrong for regions that should be discarded, as in the case of the circle. 

Adam (accuracy: 96.8%) and RMSProp (accuracy: 98.7%) resolve decreasing learning 

rates, compared to training without PCA.  In addition, it improves the results obtained 

compared to the Adadelta optimizer (precision: 32.1% with PCA). Adadelta affects the 

relationship between the step size and the current gradient. However, the precision 

remains below 32.1% for each training related to the Adadelta optimizer. Therefore, 

the classification of true positives is incorrect.  

The noise in the images affects the loss of information during the extraction of 

characteristics by the convolutional neural network with and without PCA. Some types 

of noise presented in 1.3 MP images are useful: luminance noise, Gaussian noise (which  

is generated by the camera by itself) or salt and pepper noise. 

These types of noise provide complexity in the extraction of main components 

because the noise is detected as another component of the part, which is unnecessary. 

Likewise, the PCA algorithm achieves an improvement in the classification. Thus, it is 

important to consider the number of components that are within the determined level 

of 1 to 480 components. If fewer are used, the projection is not adequate; therefore, it 

will generate false positives and false negatives. In the same way, components after the 

480th one cannot be picked up, as there are no more combinations to plot on the 

Cartesian plane. Due to the characteristics of the distribution of the number of images 

with respect to illumination, no more images were considered.  

Therefore, as future work, it is proposed to add more images, with lighting scales of 

2000 lx, 1500 lx, 1000 lx, with a lighting balance pretreatment, highlighting the 

contours of the metal parts, with an opaque black background, to avoid unnecessary 

light reflection, in order to implement them for training and validation of the neural 

network according to the proposed balance of 60% training and 40% validation. We 

also intend to carry out more tests using PCA according to the number of components 

necessary to project the figure of a circle (which is the piece with greater difficulty 

to project). 
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